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MpiP Overview
• Scalable, light-weight MPI profiling library

– Generates detailed text summary of MPI behavior
• Time spent at each MPI function callsite
• Bytes sent by each MPI function callsite (where applicable) 
• MPI I/O statistics (in version 2.7, released Aug 3rd, 2004) 
• Configurable traceback depth for function callsites

– Controllable from program using MPI_Pcontrol
• Allows you to profile just one code module or cycle
• Allows mpiP profile dumps mid-run (in version 2.7)

– Requires only a relink with mpiP libraries
– IBM’s MPI_trace libraries provide similar functionality



MpiP Overview (cont.)
• Freely available and well documented

– Written by Jeff Vetter and Chris Chambreau
– Download from http://www.llnl.gov/CASC/mpip/

• Supports multiple platforms
– Power/AIX variations, Pentium4/Linux, IA64/Linux, 

Alpha Tru64 (see web page for details)
• Other mpiP ports in the works
• Function traceback mechanism platform specific

• Polished Text Output
– Well organized, tuned for ease of finding important info
– Output text file can become very large

• E.g., 512 task IRS run yields 12406 lines of text output



MpiP Text Output Examples
---------------------------------------------------------------------------
@--- Callsite statistics (all, milliseconds): 8 ---------------------------
---------------------------------------------------------------------------
Name              Site Rank  Count      Max     Mean      Min   App%   MPI%
Barrier              1    0      1    0.107    0.107    0.107   0.00  44.03
Barrier              1    *      4    0.174    0.137    0.107   0.00   0.00
Barrier              2    0      1    0.136    0.136    0.136   0.00  55.97
Barrier              2    1      1    1e+04    1e+04    1e+04  99.92 100.00
Barrier              2    2      1    1e+04    1e+04    1e+04  99.92 100.00
Barrier              2    3      1    1e+04    1e+04    1e+04  99.92 100.00
Barrier              2    *      4    1e+04  7.5e+03    0.136  74.94 100.00

---------------------------------------------------------------------------
@--- Callsite statistics (all, sent bytes) --------------------------------
---------------------------------------------------------------------------
Name              Site Rank   Count       Max      Mean       Min       Sum 
Send                 5    0      80      6000      6000      6000   4.8e+05 
Send                 5    1      80      6000      6000      6000   4.8e+05 
Send                 5    2      80      6000      6000      6000   4.8e+05 
Send                 5    3      80      6000      6000      6000   4.8e+05 
Send                 5    *     320      6000      6000      6000   1.92e+06



Mpipview: An MpiP Output Viewer
• Organizes and condenses mpiP output

– Allow users to find key mpiP data quickly
– Hides complexity of large scale runs until needed
– Shows source code for the MPI callsites reported on
– Design based on our experience using mpiP on ASC apps

• Open source, portable, part of Tool Gear
– Download from http://www.llnl.gov/CASC/tool_gear
– Requires Qt (download from http://www.trolltech.com/)
– Tested on AIX, Linux, Tru64, and Mac OS X

• Easy to use - parses mpiP text output file
– mpipview irs.8.default.mpiP



Initial View: MPI Timing Summaries

• Shows timing stats summaries, sorted by % of MPI
• May need to set search path to find source code

– Setting ‘MPIP’ env variable option ‘-n’ will put full path in mpiP 
output file, if executable contains full path info (-qfullpath for IBM)



Setting Source Code Search Path

• Modified via ‘Edit->Set Search Path…’ or ‘Ctrl-P’
• Supports recursive search of complex directory tree

– Can specify search directory order and which to recursively search

• Can save settings in current or home directory



MPI Callsite Timing Summaries

• Clicking on summary displays callsite’s source code 
– Callsites indicate where an MPI call was called from

• Each callsite is tracked separately in mpiP
– Isend[6] indicates the 6th MPI callsite reached was an MPI_Isend



MPI Callsite Timing Details

• Double click on summary (or click arrow) to show/hide
– ALL: Aggregate over all tasks that reached callsite (8/8 Tasks)
– 2: Displays task 2’s details (only shows tasks that reached callsite)



Selecting MpiP Output Sections

• Several other mpiP “message lists” are displayable
– [8 items] indicates there are eight “Byte Sent” statistics available
– Select list (clicking, arrow keys, mouse scroll wheel) to view
– Lists available depend on MPI calls exercised (e.g., no MPI I/O)



MPI Callsite Data Sent Summaries

• Summary shows aggregate and mean bytes sent 
– Summaries ordered by % MPI, not bytes sent
– Only data sending MPI calls shown (i.e., no barriers, receives, etc.)



MPI Callsite Byte Sent Details

• Double click on summary (or click arrow) to show/hide
– ALL: Aggregate over all tasks that reached callsite (8/8 Tasks)
– 2: Displays task 2’s details (only shows tasks that reached callsite)



Dealing with MPI Wrappers

• Adding ‘-k 4’ to MPIP env var selects 4 levels traceback
– May have significantly more callsites, one for each distinct traceback

• Useful when MPI calls are buried in user MPI wrappers
– Some codes require very long tracebacks to get useful information



GUI Handles Large MpiP Files Well

• 512 task IRS mpiP output is 12406 lines of text
– Navigating large outputs is where mpipview becomes essential

• Mpipview’s GUI is tuned for performance
– Displayed > 1 million lines of messages in ~6 seconds on Power4



Finding Specific Text

• Find dialog via “Edit->Find…” or Ctrl-F
– Useful for finding specific MPI calls, locations, or tasks ids
– Only searches “open” messages and source currently displayed



Future work
• Support for mpiP 2.7 (released Aug 3rd, 2004)

– Support tweaked mpiP 2.7 output format (done)
– MPI I/O profile support (started)
– Release of Mpipview 1.2 targeted for end of August, 2004

• Developing message viewers for other tools
– Tool Gear’s streamlined interface makes it easy

• Just three API calls to pass all the data, Tool Gear does rest
– Our next target: Umpire

• MPI correctness tool written by Bronis de Supinski
• Generates voluminous text output in multiple files
• Requires support for multiple source tracebacks (started)

– Support for other tool developers that are using Tool Gear
• We are willing to reprioritize Tool Gear’s implementation plan
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MpiP Libraries and documentation available at:
http://www.llnl.gov/CASC/mpip/

Mpipview tool and documentation available at:
http://www.llnl.gov/CASC/tool_gear


